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ABSTRACT 

This project is based on converting the audio signals receiver to text using speech to text API. 

Speech to text conversion comprises of small, medium and large vocabulary conversions. Such 

systems process or accept the voice which then gets converted to their respective text. This paper 

gives a comparative analysis of the technologies used in small, medium, and large vocabulary 

Speech Recognition System. The comparative study determines the benefits and liabilities of all 

the approaches so far. The experiment shows the role of language model in improving the 

accuracy of speech to text conversion system. We experiment the speech data with noisy 

sentences and incomplete words. The results show a prominent result for randomly chosen 

sentences compared to sequential set of sentences. 

INTRODUCTION 

This project is based on converting the audio 

signals receiver to text using speech to text 

API. Speech to text conversion comprises of 

small, medium and large vocabulary 

conversions. Such systems process or accept 

the voice which then gets converted to their 

respective text. This paper gives a 

comparative analysis of the technologies 

used in small, medium, and large vocabulary 

Speech Recognition System. The 

comparative study determines the benefits 

and liabilities of all the approaches so far. 

The experiment shows the role of language 

model in improving the accuracy of speech 

to text conversion system. We experiments 

the speech data with noisy sentences and 

incomplete words. The results show a 

prominent result for randomly chosen 

sentences compared to sequential set of 

sentences. 

 

 

 

 

Text to sign language conversion is mainly 

focused on communication between 

ordinary people and ordinary people and 

deaf-mute people. Sign language paves the 

way for deaf-mute people to communicate 

.Sign language is a visual language that is 

used by deaf and dumb as their mother 

tongue. It is figure out about 240 sign 

language have exist for spoken language in 
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the world. Sign language is a type of 

language that uses hand movements, facial 

expressions and body language to 

communicate. It is used by the people who 

are deaf and people who can hear but cannot 

speak. The Conversion system consists of 

following steps:- 

 

 
DATA PREPARATION 

 The corpus used for the system is the 

publicly available corpus. It contains a total 

of 1000 sentences about general 

information. The system is trained with 1000 

sentences and tested 150 sentences. 

LANGUAGE MODE  

A Language model comprises of a large set 

of words together with its chances of 

occurrence. The model extracts the number 

of unigram bigram and trigrams of the 

corpus and calculates the probability of each 

unigram bigram and trigram. These 

statistical results are used by the decoder to 

predict the possible combination of words 

and phrases. It helps to achieve faster 

execution and higher accuracy by 

constraining the search in a decoder by 

limiting the number of possible words that 

need to be considered during the search. 

 

DICTIONARY PREPARATION  

Dictionary provides the data to map 

vocabulary words to sequence of phonemes 

to the system. Uses Letter-only phone names 

without special symbols which simplifies 

the system. Dictionary should contain all the 

words needed to be recognized by the 

recognizer. 

ACOUSTIC MODEL Acoustic model is a 

file which contains statistical representation 

of each of individual sounds that make up a 

word. An acoustic model is created from a 

speech corpus using training algorithms. In 

Sphinx it is done using Sphinx train module. 

This part gives the output in the form of a 

configuration file. The parameters written in 

configuration file are used by the decoder to 

generate the acoustic model for a given 

language. 

 

SPHINX TRAIN (Open source toolkit for 

speech recognition)  

 

Training is performed when there is need to 

create an Acoustic model for a new 

language. Knowledge on the phonetic 

structure of the language should be there to 

perform the training. Once the training is 

done it creates the database and by running 

the sphinx train the speech recognition files 

can be created. 

 

TRAINING ALGORITHM  

Acoustic model is a file which contains 

statistical representation of each of 

individual sounds that make up a word. An 

acoustic model is created from a speech 

corpus using training algorithms. In Sphinx 

it is done using Sphinx train module. This 

part gives the output in the form of a 

configuration file. The parameters written in 

configuration file are used by the decoder to 

generate the acoustic model for a given 

language. 

EXISTING SYSTEM 

 

This approach should be capable to 

recognize the speech and convert the input 

audio into text. Likewise, this problem 

related to several problems. Speech 

recognition is an interesting application of 

digital signal processing which has real 
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world applications. This method is also used 

in automation of many tasks which 

previously needed the human interaction, 

like identifying spoken commands to 

perform things like closing a door or 

switching on lights. 

 

DE-METRIC 

 Complex speech patterns can be recognized 

as well. For instance, there are quite a few 

appropriate speech recognitions which can 

actually take up speech at decent speed and 

later convert it to the text format and hence 

no typing would be required to generate a 

document. Even after such successful 

software landing in the market however, 

current efforts are not yet meeting the 100% 

human speech recognition 

PROPOSED METHODOLOGY 

 

 Tensor layer was replaced with single 

sigmoid hidden layer by Hutchinson, Deng 

and Yu in the stacking networks. The 

performance was worst when the 

configuration in which only the bottom 

(first) layer was replaced with the DP layer. 

The performance was best and achieved 

more than 1% absolute reduction over the 

DNN when the configurations replaced the 

top hidden layer with the DP layer performs. 

This concludes the DP layers are suited to 

perform on binary features, consistent in 

findings from. 

 

METRICS 

On a voice search task and the Switchboard 

(SWB) phone-call transcription task it is 

found that CD-DNN-HMMs have achieved 

16% and 33% relative recognition error 

reduction over strong, discriminatively 

trained CD- GMM-HMMs. 

 

LITERATURE SURVEY 

Patel et al. (2020) 

 Merits: 

Enables real-time translation of speech to 

Indian Sign Language (ISL) 

Uses a lightweight framework suitable for 

embedded systems 

 Demerits: 

Limited vocabulary support 

Performance decreases in noisy 

environments 

 

Sharma & Gupta (2021) 

 Merits: 

Implements CNN-LSTM for accurate audio 

feature extraction 

Effective temporal modeling of speech 

signals 

 Demerits: 

Requires high computational power for 

training 

Sign animations are not context-sensitive 

 

Zhang et al. (2019) 

 Merits: 

Multilingual speech input support 

Utilizes RNNs to generate fluent sign 

gesture sequences 

 Demerits: 

Data scarcity for non-English languages 

Requires high-end GPUs for training 

 

Kumar & Rao (2022) 

 Merits: 

Integrates pose estimation for realistic sign 

language gestures 

Improves gesture precision using skeleton 

tracking 

Demerits: 

High hardware requirements 

Not suitable for real-time mobile 

deployment 

 

Li et al. (2020) 

 Merits: 

Uses both speech and text (multimodal 

inputs) 
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Enhances contextual understanding for 

sentence-level signs 

 Demerits: 

Complex system architecture 

Deployment and latency issues in mobile 

platforms 

 

Ahmad et al. (2021) 

 Merits: 

Converts simple phrases using text-to-

speech mapping 

Good usability for educational systems 

 Demerits: 

Inflexible to sentence variations 

Gestures are basic and lack expression 

 

Singh & Mehta (2023) 

 Merits: 

GANs used to generate high-quality sign 

gesture animations 

Can synthesize unseen gestures with visual 

realism 

 Demerits: 

GAN training is unstable and resource-

heavy 

May generate ambiguous or overlapping 

signs 

 

Chen et al. (2018) 

 Merits: 

Fully end-to-end speech to sign pipeline 

Requires minimal manual feature 

engineering 

 Demerits: 

Large training dataset required 

Limited to American Sign Language (ASL) 

only 

 

Priya et al. (2020) 

 Merits: 

Combines NLP and image processing for 

better gesture matching 

Supports domain-specific sign dictionaries 

 Demerits: 

Mapping signs manually is time-consuming 

Scalability to new domains is difficult 

 

Ramesh & Arora (2022) 

 Merits: 

Real-time mobile app for audio to sign 

conversion 

User-friendly interface for accessibility 

 Demerits: 

Limited sign vocabulary 

Audio processing may lag with long 

sentences 

 

System Architecture 

Hand Gesture Recognition 

In this project using CNN we are 

recognizing hand gesture movement and to 

train CNN we are using following images 

shown in below screen shots 

 
In above screen we can see we have 10 

different types of hand gesture images and to 

see those images just go inside any folder 
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In above screen showing images from 0 

folder and similarly you can see different 

images in different folders. 

SCREEN SHOTS 

To run project double click on run.bat file to 

get below screen 

 
In above screen click on ‘Upload Hand 

Gesture Dataset’ button to upload dataset 

and to get below screen 

 
In above screen selecting and uploading 

‘Dataset’ folder and then click on ‘Select 

Folder’ button to load dataset and to get 

below screen 

 
In above screen dataset loaded and now 

click on ‘Train CNN with Gesture Images’ 

button to trained CNN model and to get 

below screen 

 
In above screen CNN model trained on 2000 

images and its prediction accuracy we got as 

100% and now model is ready and now click 

on ‘Upload Test Image & Recognize 

Gesture’ button to upload image and to 

gesture recognition  

 
In above screen selecting and uploading 

’14.png’ file and then click Open button to 

get below result 
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In above screen gesture recognize as OK and 

similarly you can upload any image and get 

result and now click on ‘Recognize Gesture 

from Video’ button to upload video and get 

result 

 
In above screen selecting and uploading 

‘video.avi’ file and then click on ‘Open’ 

button to get below result 

  

 

 
In above screen as video play then  will get 

recognition result 

CONCLUSION AND FUTURE 

ENCHANCEMENT 

 

Conclusion 

Sign language is one of the useful tools to 

ease the communication between the deaf 

and mute communities and normal society. 

Though sign language can be implemented 

to communicate, the target person must have 

an idea of the sign language which is not 

possible always. This was meant to be a 

prototype to check the feasibility of 

recognizing sign language. The normal 

people can communities with deaf or dumb 

using sign language and the text will be 

converted to sign images. 

Future Enchancement 

 

The Audio to Sign Language Tool holds 

great potential for further development and 

enhancement to improve accessibility and 

communication for the hearing-impaired 

community. In the future, the tool can be 

enhanced to support multiple spoken 

languages, allowing it to cater to a global 

audience. Integrating emotion detection 

from audio can help generate more 

expressive and context-aware sign gestures, 

while the use of 3D animated avatars can 

improve the clarity and realism of sign 

language representation. Offline 

functionality would make the tool accessible 

in low-connectivity regions. Additionally, 
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developing a mobile application would 

provide users with a portable and convenient 

solution. Features like customizable sign 

dictionaries and the ability to switch 

between different sign languages (e.g., ISL, 

ASL, BSL) can further personalize the 

experience. Incorporating lip-sync and facial 

expression capabilities will make 

communication more natural and human-

like. Lastly, enabling a user feedback system 

will help continuously improve the accuracy 

and effectiveness of the tool based on real-

world usage.   
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